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Do We Need All the Source Data?

Recent evidence has shown:

• Some source data could make a harmful influence in the downstream 
performance.

• Removing specific source classes can improve transfer learning.



Existing Methods

• Dataset pruning (DP) is a well-studied problem for in-domain scenarios:
• clustering-based methods
• influence function-based methods
• training dynamics-based methods
• …

• DP for transfer learning is under-explored
• Brute force-based method: time-consuming and unaffordable



Open Question

(DP for transfer learning) 
How to efficiently prune source data to obtain a subset, , 
with lossless or improved transfer learning accuracy of  

the source model on a target task?

?



Conventional DP is NOT Effective for TL!

Figure 2: Transfer learning accuracy of  existing DP methods on 
ImageNet at different pruning ratios, where ResNet-101 is the 
source model



In transfer learning, 
conventional SOTA DP 
methods do NOT yield 
significant performance 

improvement over random 
pruning!

Figure 2: Transfer learning accuracy of  existing DP methods on 
ImageNet at different pruning ratios, where ResNet-101 is the 
source model

Conventional DP is NOT Effective for TL!



Our Proposal

• Rationales behind our proposal:

• Source data similar to downstream data intend to contribute more during the 
transfer process;

• The DP for TL method can be viewed as a “voting” process, each target training 
data can vote for its most similar source training class;

• A pretrained small model should help us identify which source class is the most 
similar to a downstream training data.



Our Proposal: An Overview
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Training Data
of a Downstream Task
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Making source data selection a voting 
process. The votes for each source class 

represents its significance.



Training Data
of a Downstream Task
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Feature Space of  a  Surrogate Model
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Summary on LM & FM

• Surrogate Model can be very small, or even not well-trained;

• The pruned source dataset can be used for efficiently training much 
larger models (100× size);

• The model pretrained on the pruned source dataset can be finetuned on 
the downstream task with lossless or even higher performance;



Experiments Overview

• Transfer learning on 9 datasets on both CNN/ViTs.
• Supervised and Unsupervised methods (MoCo v2/v3);
• DP for adversarial transfer learning;
• Few-shot transfer learning benchmark (VTAB);
• Multi-Task setting;
• Biased-data setting;
• Ablation study:
• Surrogate model size
• Reverse order selection
• Feature distribution analysis



Results Highlights I



Results Highlights I

Take-Away I
LM/FM improves transfer learning 

accuracy by identifying ‘winning subsets’



Results Highlights II



Results Highlights I

Take-Away II
FM is effective in both supervised and 

unsupervised transfer learning.



Results Highlights III



Results Highlights I

Take-Away III
FM/LM significantly enhances the 

training efficiency.



Potential Applications Related to 
Lifelong Learning

• Safety/Alignment preservation in transfer learning for large CV models 
and LLM (large language models).

• How to perform data selection to preserve safety and alignment gained during 
pretraining?

• How to pinpoint the data contributing the most to the general safety/alignment 
during pretraining?

Adversarial Robustness: From Self-Supervised Pre-Training to Fine-Tuning

Fine-tuning Aligned Language Models Compromises Safety, Even When Users Do Not Intend To!

https://openaccess.thecvf.com/content_CVPR_2020/papers/Chen_Adversarial_Robustness_From_Self-Supervised_Pre-Training_to_Fine-Tuning_CVPR_2020_paper.pdf
https://arxiv.org/abs/2310.03693
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